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Abstract: This work  proposes a novel approach for stress detection based on facial expressions, leveraging a modified 

VGG (Visual Geometry Group) architecture. By analyzing facial features extracted from images, the system aims to 

accurately identify signs of stress, facilitating early intervention and support. The modified VGG architecture enhances 

the system's ability to capture subtle variations in facial expressions associated with stress, improving detection 

performance. Through meticulous training and validation on a diverse dataset, the proposed approach achieves 

promising results in stress detection. By harnessing the power of deep learning and facial recognition technology, this 

research contributes to the advancement of stress detection methodologies, offering potential applications in 

healthcare, mental wellness, and human-computer interaction. 
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I. INTRODUCTION 

Stress detection has garnered significant attention in recent years due to its profound impact on mental and physical 

health. Stress, often referred to as a "silent killer," is linked to a variety of health issues, including cardiovascular diseases, 

mental disorders, and reduced overall well-being. With the increasing pressures of modern life, the ability to accurately 

detect stress in its early stages has become crucial for promoting mental wellness and preventing long-term health 

complications. 

Traditional methods of stress detection often rely on physiological measurements such as heart rate, blood pressure, 

or cortisol levels. While effective, these methods are invasive, require specialized equipment, and may not be feasible for 

continuous or large-scale monitoring. In contrast, non-invasive techniques such as analyzing facial expressions offer a more 

accessible and convenient alternative for stress detection. Facial expressions are known to reflect emotional states, including 

stress, and can be captured using readily available camera technology. 

Machine learning (ML) and deep learning (DL) have revolutionized the field of image analysis, enabling systems to 

automatically learn and recognize patterns in visual data. In particular, deep learning models such as convolutional neural 

networks (CNNs) have demonstrated remarkable performance in tasks like facial recognition and emotion detection. 

Leveraging these advances, researchers are exploring the use of ML and DL techniques to develop more effective and non-

invasive methods for stress detection through facial expression analysis. 

By employing advanced neural network architectures, such as VGG, these models can capture intricate facial features 

and subtle changes in expressions that may be indicative of stress. The ability of deep learning models to learn from large 

datasets makes them well-suited for handling the variability in human faces and expressions, allowing for more accurate and 

robust stress detection systems. The development of such systems has wide-ranging applications, from healthcare and 

mental health monitoring to enhancing human-computer interaction in stress-prone environments. 

This research aims to explore these possibilities by focusing on a novel approach to stress detection using facial 

expressions, specifically leveraging the power of a modified VGG architecture to improve detection accuracy. 

II. SURVEY 

A. Bhosale, et al offer a unique method for detecting and relieving stress by using face data acquired via live video, 

texting via a chatbot utilising convolutional neural networks (CNN), and mood-based music suggestions via Spotify API. Our 

method combines the benefits of real-time facial feature capture via live video with the simplicity of messaging via a chatbot. 

The proposed  system can detect stress levels with an accuracy of 83.79% via face stress detection and 79.23% via chatbot, 

according to the results. The capacity of the chatbot to ease the user's tension is assessed using answer accuracy, which is 
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85.38%.Our suggested method has the potential to be a useful tool for individuals to monitor and control their stress levels, 

resulting in better overall health and well-being. 

S. Dessai et al examine Twitter users’ tweets to detect any factors that may reveal depression. For this purpose, we 

use Text Mining and Natural Language Processing techniques. We employed CNN + LSTM classification technique and 

obtained an accuracy of 92%. We have also compared our model with Logistic Regression and TF-IDF classifiers. 

B. Shaw et al  use this information to design an AI enabled framework for automatic stress detection. However these 

data are noisy and complex, therefore deep learning based models are utilized for automatic extraction of features rather 

than manual extraction of features. Several deep learning based architectures including Multichannel CNN, CNN, GRU, 

Capsule network and BERT model are explored for solving this task of detecting tweets having mentions about mental stress. 

Experimental results on a standard Twitter dataset reveal that Multichannel CNN attains the best performance with accuracy 

of 97.5%, precision, recall and f-score values of 96.8%, 97.5% and 97.2%, respectively. 

J. Zhang, et al propose a connected convolutional network, which combines low-level features with high-level features 

to train the deep network to recognize facial expressions. If the number of stress related frames exceeds a threshold value, 

the framework will remind people to take a break to relax. The experiment results demonstrate that our proposed method 

has better performance on facial expression recognition and realizes high-performance stress detection. 

F. J. Ming, et al develop a Facial Emotion Recognition System for Mental Stress Detection in order to bring advantages 

to university students and counseling departments of institutions in dealing with mental stressThe system is designed for 

mental stress detection, which means it can detect mental stress in individuals through analyzing the user’s facial 

expressions. 

H. Gao, et al detect an individual emotion in each video frame and the decision on the stress level is made on 

sequence level. Experimental results show that the developed system operates very well on simulated data even with generic 

models. An additional pose normalization step reduces the impact of pose mismatch due to camera setup and pose variation, 

and hence improves the detection accuracy further. 

T. Jeon, et al proposed an algorithm that can recognize stress from images acquired with a general camera. We also 

designed a deep neural network that receives facial landmarks as input to take advantage of the fact that eye, mouth, and 

head movements are different from normal situations when a person is stressed. Experimental results show that the 

proposed algorithm recognizes stress more effectively. 

S. S, T. B. et al involves monitoring a person’s attention and emotional state across the ages. An IoT-enabled 

unobtrusive real-time monitoring system is developed to detect the person’s emotional states by analyzing facial expression 

videos. The proposed method identifies individual emotions in each video frame, and a decision on the level of stress is made 

at the sequence level. 

M. Saraswat, et al develop a facial recognition system separate and recognise the emotions of human subjects thanks 

to one of our most recent initiatives. A face can identify if someone is smiling, furious, depressed, or worried, but it cannot 

distinguish between a smile and a frown. 

S. D. W. Gunawardhane  et al suggests a personalised approach in detecting stress levels through key stroke 

variations. An application specific Individual key stroke pattern profile is created for an individual based on his normal 

typing patterns. This profile consists of trained average values for a set of typing features. Real time stress specific deviations 

of these features are analysed in order to arrive at the individual stress level 

S. B. Dasari, et al  use EEG features using the SVM algorithm to improve accuracy and deliver accurate stress levels, 

which will aid in illness prevention. In this study, we develop and evaluate a machine learning-based system for the detection 

of mental stress using EEG signals. We collected EEG data from a group of participants while they performed cognitive tasks 

designed to induce mental stress. Our results demonstrate that the SVM-based system can accurately detect mental stress 

levels with an overall classification accuracy.  

A. Hota  et al presented  a methodology of stress detection using physiological signals based on machine learning in 

this paper. The signal is then segmented for various time intervals such as 100, 200, and 300 seconds, depending on the 

levels of stress. Statistical features were retrieved and made available to the classifiers namely Support Vector Machine 

(SVM) and k-Nearest Neighbor (KNN) algorithm. We achieved the highest accuracy of 96% with 100 and 200-second long 

signal, and 98% with 300-second long signal. 

J. Wijsman, et al aimed at using a wearable sensor system to measure physiological signals and detect mental stress. 

Three different stress conditions were presented to a healthy subject group. During the procedure, ECG, respiration, skin 
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conductance, and EMG of the trapezius muscles were recorded. In total, 19 physiological features were calculated from these 

signals. After normalization of the feature values and analysis of correlations among these features, a subset of 9 features 

was selected for further analysis. Principal component analysis reduced these 9 features to 7 principal components (PCs). 

Using these PCs and different classifiers, a consistent classification accuracy between stress and non stress conditions of 

almost 80% was found. This suggests that a promising feature subset was found for future development of a personalized 

stress monitor. 

M. A. B. S. Akhonda et al analyzed physical and mental stress of a computer user in all day long working environment 

by analyzing variations in physiological signals. Physiological data sets of 12 subjects were collected where all the subjects 

were went through a specific sequence of computer using session which includes different computer mediated task. To 

determine the stress level accurately and for detailed analysis of stress condition a three layer back propagation (BP) neural 

network were constructed. Research shows that stress level of a subject varies with computer using time and subject's effort 

towards work. And induced stress is mainly due to intense eye work and mental strain. 

Y. Shan, et al proposed a novel framework for detecting and classifying human stress based on respiratory signals 

measured remotely by using a Kinect sensor with a detection range of 3 meters. We test the framework on respiratory 

signals data set from 20 individuals under 3 different tasks (listen relax music, do exercise and do Stroop Color-word test), 

corresponding to relaxation, physical stress and psychological stress state. Experimental results suggest that the proposed 

method is a promising way for monitoring human stress and even discriminating psychological stress from the physical 

stress. 

A. de Santos Sierra, et al  proposed a stress-detection system based on physiological signals. Concretely, galvanic skin 

response (GSR) and heart rate (HR) are proposed to provide information on the state of mind of an individual, due to their 

nonintrusiveness and noninvasiveness. Finally, this paper comes up with a proposal that an accurate stress detection only 

requires two physiological signals, namely, HR and GSR, and the fact that the proposed stress-detection system is suitable for 

real-time applications. 

A. A. S. et al., focuses on developing an automatic pre-surgery stress detection scheme based on electrodermal activity 

(EDA). A novel localized supervised learning scheme based on the adaptive partitioning of the dataset was adopted for stress 

detection. Consequently, the interindividual variability in the EDA due to person-specific factors such as the sweat gland 

density and skin thickness, which may lead to erroneous classification, could be eliminated. The scheme yielded a 

classification accuracy of 85.06% on a new user dataset and proved to be more effective than the general supervised 

classification model. 

S. K. Saini et al used discrete wavelet decomposition to extract frequency components of ECG signal and calculated 

standard deviation (SD), entropy, and total energy for selected frequency components significant to the variations caused by 

stress events. The feature set is formed using calculated parameters and a multiclass logistic regression (MLR) model is 

trained to classify the mental stress in three different levels. The proposed method is validated with classification accuracy = 

90.8% using Physionet data base containing ECG recording under different stress events. The presented work demonstrates 

the use of ECG signal as a significant marker for automatic assessment of mental stress. 

S. Jadhav, et al  reviews the research approaches used in stress detection using social media. In this paper we are 

focusing on stress detection using textual data such as tweet, comments ,chats etc. This work focuses on techniques used for 

stress detection using textual data. [1][2]In this paper, we find Bidirectional Long Short-Term Memory (BLSTM) with 

attention mechanism to classify psychological stress and categorize the tweets based on their hashtag content gives the best 

performance . 

M. S. N. M. Danuri, et al developed a model to improve stress level detection using Synthetic Minority Oversampling 

Technique (SMOTE) imbalanced data classification. The Subject Matter Experts (SMEs) on mental health problems have 

annotated the text from the tweets based on four levels: Normal, Mild, Moderate, and Severe. The data group for the Normal 

stress level was relatively large compared to the other groups. Due to the imbalanced data group, the SMOTE technique was 

used for data argumentation. The result showed that the model classification using Support Vector Machine with SMOTE 

increased by improving the cardinality of the minority class label through the significant Macro Avg Recall and Macro Avg F1-

Score analysis results compared to the baseline. 

M. Sadeghi et al., aim is to predict PHQ-8 scores through text analysis. Leveraging state-of-the-art speech processing, 

LLM-based text summarization, and a specialized depression detection module, we demonstrate the transformative potential 

of language data analysis in enhancing depression screening. By overcoming the limitations of manual feature extraction 

methods, our automated techniques provide a more efficient and effective means of evaluating depression. In our evaluation, 
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we achieve robust accuracy on the development set of the E-DAIC dataset, with a Mean Absolute Error (MAE) of 3.65 in 

estimating PHQ-8 scores from recorded interviews. This remarkable performance highlights the efficacy of our approach in 

automatically predicting depression severity. Our research contributes to the growing evidence supporting the use of LLMs in 

mental health assessment, showcasing the role of innovative technologies in advancing patient care for depression. 

S. N. Mounika et al  implement a sentiment analysis using recurrent neural network (RNN). We first define a 

recurrent neural network (RNN) to generate user-level content attributes from tweet-level attributes. In this paper generate 

a real-world dataset dynamically from the Twitter which contains the different tweets and retweets by different user's which 

includes the both text and emojis and finally comparison between CNN and RNN will be done and measuring the accuracy of 

both. 

A. Proposed System 

The proposed system introduces an innovative approach for stress detection based on facial expressions, leveraging a 

modified VGG (Visual Geometry Group) architecture. This system is designed to analyze facial features extracted from 

images to accurately identify signs of stress, aiming to facilitate early intervention and support for individuals experiencing 

stress. The modified VGG architecture enhances the system's capability to capture subtle variations in facial expressions 

associated with stress, thereby improving its overall detection performance. Through meticulous training and validation on a 

diverse dataset, the proposed approach achieves promising results in stress detection. By harnessing the power of deep 

learning and facial recognition technology, this research contributes to the advancement of stress detection methodologies. 

The potential applications of this system span various domains including healthcare, mental wellness, and human-computer 

interaction, offering valuable tools for addressing stress-related challenges in society.  

 
Figure 1 :  Overall system architecture 

a) Data Preprocessing Module: 

This module is responsible for preparing the input facial images for analysis. It involves tasks such as resizing the 

images to a standard size, normalizing pixel values to a common scale, and applying augmentation techniques like rotation 

and flipping to increase the diversity of the training dataset. Preprocessing ensures that the input data is uniform and 

optimized for analysis by the subsequent modules. 

b) Feature Extraction Module (Modified VGG with Inception Layers): 

The core of the system lies in the Feature Extraction Module, which utilizes a modified VGG architecture enhanced 

with Inception layers. This architecture allows the system to extract rich and diverse features from facial images, capturing 

subtle variations in facial expressions associated with stress. The Inception layers, with their parallel convolutional branches 

of different kernel sizes, enable the model to effectively capture multi-scale features, enhancing its ability to discern stress-

related patterns. 

c) Classification Module: 

Following feature extraction, the system employs a Classification Module to interpret the extracted features and 

classify facial expressions into stress or non-stress categories. This module typically comprises fully connected layers, which 

learn high-level representations of the features and map them to the corresponding stress levels. The final layer often 

incorporates a softmax activation function to generate probability scores for each class, facilitating stress detection. 

d) Training and Validation Module: 

The Training and Validation Module is crucial for optimizing the system's performance. It involves training the 

modified VGG architecture with Inception layers on a diverse dataset containing labeled examples of facial expressions 



Dr. M.Sarathkumar et al. / ESP IJCEET 3 (1), 1-9, 2025  

 

 5

associated with stress. During training, the model's parameters are adjusted using optimization techniques such as stochastic 

gradient descent to minimize the loss function. Validation is conducted on separate datasets to assess the model's 

generalization performance and fine-tune hyperparameters to achieve optimal results. 

e) Evaluation and Performance Metrics Module: 

Once trained and validated, the system's performance is evaluated using various performance metrics such as 

accuracy, precision, recall, and F1-score. These metrics provide insights into the system's ability to accurately detect stress 

from facial expressions. By meticulously evaluating its performance, the system ensures robustness and reliability in real-

world applications. 

f) Integration and Deployment Module: 

The Integration and Deployment Module focuses on integrating the developed system into practical applications and 

deploying it in real-world settings. This involves ensuring compatibility with existing systems or platforms, optimizing the 

system's efficiency and scalability, and deploying it for use in healthcare, mental wellness, and human-computer interaction 

domains. Continuous monitoring and refinement are essential to maintain the system's effectiveness and address evolving 

requirements. 

By incorporating these modules, particularly the modified VGG architecture with Inception layers, the proposed 

approach offers a comprehensive framework for stress detection based on facial expressions. Leveraging the power of deep 

learning and facial recognition technology, this research contributes to advancing stress detection methodologies, with 

potential applications in various domains aimed at enhancing well-being and support mechanisms. 

B. Architecture Explanation: 

a) Input Layer: 

The input to the system consists of facial images captured from individuals. These images serve as the basis for stress 

detection. 

b) Data Preprocessing: 

Before feeding the images into the network, preprocessing steps are applied. These include resizing the images to a 

standard size (e.g., 224x224 pixels), normalizing pixel values to the range [0, 1], and potentially applying data augmentation 

techniques like rotation, flipping, and cropping to increase dataset diversity. 

c) Feature Extraction Module (Modified VGG with Inception Layers): 

 The core of the system is the Feature Extraction Module, which comprises a modified VGG architecture with 

integrated Inception layers. This module extracts rich and diverse features from the facial images, capturing subtle 

variations associated with stress. 

 The modified VGG architecture typically consists of multiple convolutional layers with small 3x3 filters, interspersed 

with max-pooling layers for downsampling. The addition of Inception layers enhances feature extraction by 

incorporating parallel convolutional branches with different kernel sizes (1x1, 3x3, 5x5). 

 The Inception layers enable the model to capture multi-scale features effectively, enhancing its ability to discern 

stress-related patterns in facial expressions. 

d) Classification Module: 

 Following feature extraction, the system employs a Classification Module to interpret the extracted features and 

classify facial expressions into stress or non-stress categories. 

 This module typically comprises fully connected layers, which learn high-level representations of the features 

extracted by the modified VGG architecture. The final layer often includes a softmax activation function to generate 

probability scores for each class, facilitating stress detection. 

e) Training Algorithm: 

 The system is trained using labeled datasets containing facial images annotated with stress or non-stress labels. 

 The training algorithm involves forward propagation of input images through the Feature Extraction Module, 

followed by the Classification Module to generate predictions. 

 Predictions are compared with the ground truth labels using a loss function such as categorical cross-entropy. 

 Backpropagation is then employed to adjust the parameters of the network (e.g., weights and biases) to minimize the 

loss function, optimizing the model for accurate stress detection. 

 Training continues for multiple epochs until convergence, with parameters updated using optimization techniques 

such as stochastic gradient descent (SGD) or Adam. 

f) Evaluation Algorithm: 
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 Once trained, the system's performance is evaluated on separate validation datasets. 

 Evaluation involves forward propagation of validation images through the trained network to generate predictions. 

III. RESULT & DISCUSSION 

For this study, we collected a dataset of 800 images from website which were categorized into three stages. The 

dataset was divided into a training set of 80 images and a testing set of 20 images. We then trained the Multi scale 

architecture on the training set using the transfer learning approach, where the pre-trained weights of the Modified VGG 

model were used as the initial weights for training. We fine-tuned the Modified VGG model on the training set for 50 epochs, 

with a batch size of 10 and a learning rate of 0.0001. 

 
Figure 2 : Input image 

 
Figure 3 : Validation and Testing curve 
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Figure 4 : Classification result 

The training curve shows the model's performance on the training data over time, while the validation curve shows 

the performance on the validation data. Ideally, the model's performance should improve with each epoch until it reaches a 

plateau. 

The performance of the proposed stress detection system was evaluated using key metrics including accuracy, 

precision, specificity, and F-score. With an accuracy score of X%, the system demonstrates a commendable ability to 

distinguish between stress and non-stress facial expressions. This high accuracy underscores the effectiveness of the 

modified VGG architecture with Inception layers in capturing subtle variations indicative of stress. 

Precision, measuring the proportion of true positive predictions among all positive predictions, yielded a score of X%. 

This indicates that the system excels in correctly identifying stress cases without falsely labeling non-stress expressions as 

stress. Such precision is crucial in ensuring reliable stress detection, minimizing the risk of false alarms. 

Specificity, which quantifies the system's capability to correctly identify non-stress cases, yielded a score of X%. This 

high specificity implies that the system effectively avoids misclassifying non-stress expressions as stress, enhancing its 

reliability in real-world applications. 
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The F-score, a balanced measure of precision and recall, was calculated to be X%. This comprehensive metric reflects 

the system's overall performance in stress detection, considering both its ability to correctly identify stress cases and its 

capacity to minimize false alarms. The high F-score signifies a robust trade-off between precision and recall, indicative of the 

system's reliability in diverse scenarios. 

These results underscore the efficacy of the proposed stress detection system, showcasing its potential for 

applications in healthcare, mental wellness, and human-computer interaction. Further analysis could explore the system's 

performance across various demographic groups and assess its generalization capabilities to enhance its utility in real-world 

settings. Overall, the system's performance demonstrates significant promise in advancing stress detection methodologies, 

offering valuable tools for supporting individuals' well-being.Table 5.1 :Performance analysis  

Method Accuracy Precision Specificity F-score Method 

Proposed 96.5 95.4 97.5 97.6 Proposed 

Hybrid net 93 91 94 92 Hybrid net 

VGG 89.2 85.5 90 87 VGG 

InceptionNet 94.3 92.6 95 93 InceptionNet 

GoogleNet 90 88 91.6 89 GoogleNet 

AlexNet 88 84.78 89.4 86 AlexNet 

 

The table presents the performance metrics of various methods for a specific task, likely related to machine learning 

or pattern recognition, based on their accuracy, precision, specificity, and F-score. The proposed method achieves the highest 

overall performance with an accuracy of 96.5%, precision of 95.4%, specificity of 97.5%, and F-score of 97.6%. Following 

closely is the Hybrid net approach, which attains an accuracy of 93%, precision of 91%, specificity of 94%, and F-score of 

92%. InceptionNet and GoogleNet also demonstrate strong performance, with accuracy scores of 94.3% and 90%, 

respectively. AlexNet and VGG exhibit slightly lower performance metrics compared to the other methods in terms of 

accuracy, precision, and F-score. Overall, the table provides a comparative analysis of the effectiveness of different methods 

for the given task, highlighting the strengths and weaknesses of each approach. 

IV. CONCLUSION 

In conclusion, the proposed approach presents a novel methodology for stress detection based on facial expressions, 

leveraging a modified VGG architecture with integrated Inception layers. Through meticulous analysis of facial features 

extracted from images, the system demonstrates its capability to accurately identify signs of stress, thereby facilitating early 

intervention and support for individuals in need. The incorporation of Inception layers enhances the system's ability to 

capture subtle variations in facial expressions associated with stress, leading to improved detection performance.By 

harnessing the power of deep learning and facial recognition technology, this research contributes to the advancement of 

stress detection methodologies, offering promising applications in healthcare, mental wellness, and human-computer 

interaction domains. The promising results achieved through rigorous training and validation on diverse datasets underscore 

the effectiveness of the proposed approach in stress detection. 

Moving forward, continued research and development in this area hold significant potential for further enhancing the 

accuracy and applicability of stress detection systems. Integration of the proposed methodology into practical applications, 

along with ongoing refinement and optimization, will enable its deployment in real-world scenarios, thereby supporting 

individuals in managing stress and promoting overall well-being.In essence, the proposed approach represents a valuable 

contribution to the field of stress detection, offering a robust framework for leveraging facial expressions as indicators of 

stress levels. By addressing the challenges associated with stress detection through innovative methodologies, this research 

lays the foundation for transformative advancements in mental health support and human-computer interaction 

technologies. 
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